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The computational education of biologists is changing to prepare students for facing the complex data
sets of today’s life science research. In this concise textbook, the authors’ fresh pedagogical approaches
lead biology students from first principles towards computational thinking.

A team of renowned bioinformaticians take innovative routes to introduce computational ideas in the
context of real biological problems. Intuitive explanations promote deep understanding, using little
mathematical formalism. Self-contained chapters show how computational procedures are developed
and applied to central topics in bioinformatics and genomics, such as the genetic basis of disease,
genome evolution, or the tree of life concept. Using bioinformatic resources requires a basic
understanding of what bioinformatics is and what it can do. Rather than just presenting tools, the
authors — each a leading scientist — engage the students’ problem-solving skills, preparing them to meet
the computational challenges of their life science careers.
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PREFACE

This book aims to convey the fundamentals of bioinformatics to life science students
and researchers. It aims to communicate the computational ideas behind key methods
in bioinformatics to readers without formal college-level computational education. It
is not a “recipe book: it focuses on the computational ideas and avoids technical
explanation on running bioinformatics programs or searching databases. Our expe-
rience and strong belief are that once the computational ideas are grasped, students
will be able to use existing bioinformatics tools more effectively, and can utilize their
understanding to advance their research goals by envisioning new computational goals
and communicating better with computational scientists.

The book consists of self-contained chapters each introducing a basic compu-
tational method in bioinformatics along with the biological problems the method
aims to solve. Review questions follow each chapter. An accompanying website
(www.cambridge.org/b4b) containing teaching materials, presentations, questions, and
updates will be of help to students as well as educators.

The book is aimed at life science undergraduates; it does not assume that the reader has a
background in mathematics and computer science, but rather introduces mathematical
concepts as they are needed. The book is also appropriate for graduate students and
researchers in life science and for medical students. Each chapter can be studied
individually and used individually in class or for independent reading.

XV
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Preface

In 1998, Stanford professor Michael Levitt reflected that computing has changed
biology forever, even if most biologists did not know it yet. More than a decade
later, many biologists have realized that computational biology is as essential for
this century’s biology as molecular biology was in the last century. Bioinformatics®
has become an essential part of modern biology: biological research would slow down
dramatically if one suddenly withdrew the modern bioinformatics tools such as BLAST
from the arsenal of biologists. We cannot imagine forward-looking biological research
that does not use any of the vast resources that bioinformatics researchers have made
available to the biomedical community.

Bioinformatics resources come in two flavors: databases and algorithms. Thousands
of databases contain information about protein sequences and structures, gene anno-
tations, evolution, drugs, expression profiles, whole genomes and many more kinds of
biological data. Numerous algorithms have been developed to analyze biological data,
and software implementations of many of these algorithms are available to biologists.
Using these resources effectively requires a basic understanding of what bioinformat-
ics is and what it can do: what tools are available, how best to use them and to interpret
their results, and more importantly, what one can reasonably hope to achieve using
bioinformatics even if the relevant tools are not yet available.

Despite this richness of bioinformatics resources and methods, and although sophis-
ticated biomedical researchers draw on these resources extensively, the exposure of
undergraduates in biology and biochemistry, as well as of medical students, to bioin-
formatics is still in its infancy. The computational education of biologists has hardly
changed in the last 50 years. Most universities still do not offer bioinformatics courses
to life sciences undergraduates, and those that do offer such courses struggle with the
question of how and what to teach to students with limited computational culture. In
the absence of any preparation in computer science, the generation of biologists that
went to universities in the last decade remains poorly prepared for the computational
aspects of work in their own discipline in the decades to come. Similarly, medical
doctors (who will soon have to analyze personal genomes or blood tests that report
thousands of protein levels) are not prepared to meet the computational challenges of
future medicine.

Biomedical students typically have a very basic computational background, which
leads to a serious risk that bioinformatics courses — when offered — will become
technical and uninspired. The software tools are often taught and then used as “black

1 Here and throughout the book, we use the terms bioinformatics and computational biology interchangeably.
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boxes,” without deeper understanding of the algorithmic ideas behind them. This can
lead to under-utilization or over-interpretation of the results that such black-box use
produces. Moreover, the students who study bioinformatics at this level will have a
much smaller chance of coming up with computational ideas later in their careers when
they carry out their own biomedical research. It is therefore essential, in our opinion,
that biologists be exposed to deep algorithmic ideas, both in order to make better use
of available tools that rely on these ideas, and in order to be able to develop novel
computational ideas of their own and communicate effectively with computational
biologists later in their careers.

We and others have argued for a revolution in computational education of biologists?
and noted that the mathematical and computational education of other disciplines have
already undergone such revolutions with great success. Physicists went through a
computational revolution 150 years ago, and economists have dramatically upgraded
their computational curriculum in the last 20 years. As a result, paradoxically, the
students in these disciplines are much better prepared for the computational challenges
of modern biomedical research than are biology students. Moreover, whatever little
mathematical background biologists have, it is mainly limited to classical continuous
mathematics (such as Calculus) rather than discrete mathematics and computer science
(e.g. algorithms, machine learning, etc.) that dominate modern bioinformatics. In 2009
we thus came up with a radical prophecy® that the education of biologists will soon
become as computationally sophisticated as the education of physicists and economists
today. As implausible as this scenario looked a few years ago, leading schools in
bioinformatics education (such as Harvey Mudd or Berkeley) are well on the way
towards this goal.

The time has come for biology education to catch up. Such change may require
revising the contents of basic mathematical courses for life science college students, and
perhaps updating the topics that are taught. Students’ understanding of bioinformatics
will benefit greatly from such a change. In parallel, dedicated bioinformatics classes
and courses should be established, and textbooks appropriate for them should be
developed.

Most undergraduate bioinformatics programs at leading universities involve a
grueling mixture of biological and computational courses that prepare students for
subsequent bioinformatics courses and research. As a result, some undergraduate
bioinformatics courses are too complex even for biology graduate students, let alone

2 W. Byalek and D. Botstein. Introductory science and mathematics education for 21st-Century biologists.
Science, 303:788-790, 2004.
P. A. Pevzner. Educating biologists in the 21st century: Bioinformatics scientists versus bioinformatics
technicians. Bioinformatics, 20:2159-2161, 2004.

3 P. A. Pevzner and R. Shamir. Computing has changed biology — Biology education must catch up. Science,
325:541-542, 2009.
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undergraduates. This causes a somewhat paradoxical situation on many campuses
today: bioinformatics courses are available, but they are aimed at bioinformatics under-
graduates and are not suitable for biology students (undergraduate or graduate). This
leads to the following challenge that, to the best of our knowledge, has not yet been
resolved:

Pedagogical Challenge. Design a bioinformatics course that (i) assumes minimal computa-
tional prerequisites, (ii) assumes no knowledge of programming, and (iii) instills in the students
a meaningful understanding of computational ideas and ensures that they are able to apply
them.

This challenge has yet to be answered, but we claim that many ideas in bioinformat-
ics can be explained at an intuitive level that is often difficult to achieve in other
computational fields. For example, it is difficult to explain the mathematics behind
the Ising model of ferromagnetism to a student with limited computational culture,
but it is quite possible to introduce the same student to the algorithmic ideas (Euler
theorem and de Bruijn graphs) behind the genome assembly. Thus, we argue that the
recreational mathematics approach (so brilliantly developed by Martin Gardner and
others) coupled with biological insights is a viable paradigm for introducing biologists
to bioinformatics. This book is an initial step in that direction.

Each chapter describes the biological motivation for a problem and then outlines a
computational approach to addressing the problem. Chapters can be read separately,
as each introduces any needed computational background beyond basic college-level
knowledge.

The range of biological topics addressed is quite broad: it includes evolution,
genomes, regulatory networks, phylogeny, and more. The computational techniques
used are also diverse, from probability and graphs, combinatorics and statistics to
algorithms and complexity. However, we made an effort to keep the material accessi-
ble and avoid complex computational details (those can be filled in by the interested
reader using the references). Figure 1 aims to show for each chapter the biological
topics it touches upon and the computational areas involved in the analysis. Naturally,
many chapters involve multiple biological and computational areas. Not surprisingly,
evolution plays a role in almost all the topics covered, following the famous quote
from Theodosius Dobzhansky, “Nothing in biology makes sense except in the light of
evolution.”
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Genomes

Probability &
statistics

Gene transcription
& regulation

Evolution

Phylogeny

Regulatory
networks

Figure 1 The connections between biological and computational topics for each chapter. The
nodes in the middle are chapters, and edges connect each chapter to the biological topics it
covers (right) and to the computational topics it introduces (left).

The pedagogical approach, the style, the length, and the depth of the introduced
mathematical concepts vary greatly from chapter to chapter. Moreover, even the nota-
tion and computational framework describing the same mathematical concepts (e.g.
graph theory) across different chapters may vary. As computer scientists say, this is not
a bug but a feature: we provided the contributors with complete freedom in selecting
the approach that fits their pedagogical goal the best. Indeed, there is no consensus yet
on how to introduce computer science to biologists, and we feel it is important to see
how leading bioinformaticians address the same pedagogical challenge.

How will this book develop?

“Bioinformatics for Biologists” is an evolving book project: we welcome all educators
to contribute to future editions of the book. We envision introduction of computational
culture to the biological education as an ever-expanding and self-organizing process:
starting from the second edition, we will work towards unifying the notation and the
pedagogical framework based on the students’ and instructors’ feedback. Meanwhile,

Xix



XX Preface

i

i

i

the educators have an option of selecting the specific self-contained chapters they like
for the courses they teach.

Since chapters are self-contained, each chapter can be studied or taught individually and
chapters can be followed in any order. One can select to cover, for example, a sample
of topics from each of the five biological themes in order to obtain a broader view,
or cover completely one of the themes for a deeper concentration. Review questions
that follow each chapter are helpful to assimilate the material. Additional resources
available at the website will be helpful to teachers in preparing their lectures and to
students in deeper and broader learning.

The book is accompanied by the website www.cambridge.org/b4b containing teaching
materials, presentations, and other updates. These can be of help to students as well as
educators.

The scientists who contributed to this book are leading computational biologists who
have ample experience in both research and education. Some are biologists who have
became computational over the years, as their computational research needs developed.
Others have formal computational background and have made the transition into
biology as their research interests and the field developed. All have experienced the
need and the difficulty in conveying computational ideas to biology students, and all
view this as an important problem that justifies the effort of contributing to this book.
They are all committed to the project.
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A COMPUTATIONAL MICRO PRIMER

This introduction is a brief primer on some basic computational concepts that are used
throughout the book. The goal is to provide some initial intuition rather than formal
definitions. The reader is referred to excellent basic books on algorithms which cover these
notions in much greater rigor and depth.

An algorithm is a recipe for carrying out a computational task. For example, every
child learns in elementary school how to perform long addition of two natural
numbers: “add the right-most digits of the two numbers and write down the sum as
the right-most digit of the result. But if the sum is 10 or more, write only the
right-most digit and add the leading digit to the sum of the next two digits to the left,
etc.” We have all learned similar simple procedures for long subtraction,
multiplication and division of two numbers. These are all actually simple algorithms.
Like any algorithm, each is a procedure that works on inputs (two numbers for the
problems above) and produces an output (the result). The same procedure will work
on any input, no matter how long it is. While we can carry out simple algorithms on
small inputs by hand, computers are needed for more complex algorithms or for
longer inputs. As with long addition, a complex task is broken down into simple steps
that can be repeated many times, as needed. Algorithms are often displayed for
human readers in a short form that summarizes their salient features. One aspect of
this simplified representation is that a repeated sequence of steps may be listed

only once.
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A basic question in studying algorithms is how efficient they are. For a given input,
one can time the computation. Since the time depends on the computer being used, a
better understanding of the algorithm can be gained by counting the operations
(addition, multiplication, comparison, etc.) performed. This number will be different
for different inputs. A common way to evaluate the efficiency of a method is by
considering the number of operations required as a function of the input length. For
example, if an algorithm requires 15n? operations on an input of length n, then we
know how many operations will be needed for any input. If we know how many
operations our computer performs per second, we can translate this to the running
time on our machine.

Suppose our algorithm requires 15n? 4 20n + 7 operations on an n-long input. As n
grows larger, the contribution of the lower-order terms 20n + 7 will become tiny
compared to the 15n2. In fact, as n grows larger, the constant 15 is not very important
when it comes to the rate of growth of the number of operations (although it affects
the run time).* Computer scientists prefer to focus only on the main trend and
therefore say that an algorithm that takes 15n? 4+ 20n + 7 operations requires “O(n?)”
time (pronounced “oh of n squared”), or, equivalently, is “an O(n?) algorithm.” This
means that the algorithm’s running time increases quadratically with the input length.?

Some problems can be solved using any of several algorithms, and the O notation is
used to decide which algorithm is better (i.e. faster). So an O(n) algorithm is better
than an O(n?) algorithm, which in turn is better than an O(2") algorithm. This latter
complexity, which is called exponential (since n appears in the exponent), is

L Computer scientists do not worry too much about the difference between n? and 100n2, but they greatly worry
about the difference between n3 and 100n2. They will typically prefer 100n2 to n3, since for all inputs of
length >100 the latter will require more time.

2 To be precise, “O(n?)” means that the algorithm’s run time grows not more than quadratically. To specify that
the run time is exactly quadratic, complexity theory uses the notation “®(n?).” We shall ignore these
differences here.
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particularly nasty: as the problem size changes from n to n + 1, the run time will
double! In contrast, for an O(n) algorithm the run time will grow by O(1), and for an
O(n?) algorithm it will grow by O(2n + 1). So no matter how fast our computer is,
with an algorithm of exponential complexity we shall very quickly run out of
computing time as the problem grows: if the problem size grows from 30 to 40, the
run time will grow 1024-fold! The main distinction is therefore between polynomial
algorithms, i.e. those with complexity O(n€) for some constant c, and exponential
ones.

Computer scientists often try to develop the most efficient algorithm possible for a
particular problem. A primary challenge is to find a polynomial algorithm. Many
problems do have such algorithms, and then we worry about making the exponent ¢
in O(n®) as small as possible. For many other problems, however, we do not know of
any polynomial algorithm. What can we do when we tackle such a problem in our
research? Computer scientists have identified over the years thousands of problems
that are not known to be polynomial, and in spite of decades of research currently
have only exponential algorithms. On the other hand, so far we do not know how to
prove mathematically that they cannot have a polynomial algorithm. However, we
know that if any single problem in this set of thousands of problems has a polynomial
algorithm, then all of them will have one. So in a sense all these problems are
equivalent. We call such problems NP-complete. Hence, showing that your problem is
NP-complete is a very strong indication that it is hard, and unlikely to have an
algorithm that will solve it exactly in polynomial time for every possible input.®

So what can one do if the problem is hard? If a problem is NP-complete this means
that (as far as we know) it has no algorithm that will solve every instance of the
problem exactly in polynomial time. One possible solution is to develop
approximation algorithms, i.e. algorithms that are polynomial and can approximately
solve the problem, by providing (provably) near-optimal but not necessarily always
optimal solutions. Another possibility is probabilistic algorithms, which solve the

3 Note that there are problems that were proven not to have any polynomial time algorithms, but they are outside
the set of established NP-complete problems.
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problem in polynomial average time while the worst-case run time can still be
exponential. (This would require some assumptions on the probability distribution of
the inputs.) Yet another alternative that is often used in bioinformatics is heuristics —
fast algorithms that aim to provide good solutions in practice, without guaranteeing
the optimality or the near-optimality of the solution. Heuristics are typically
evaluated on the basis of their performance on the real-life problems they were
developed for, without a theoretically proven guarantee for their quality. Finally,
exhaustive algorithms that essentially try all possible solutions can be developed, and
they are often accompanied by a variety of time-saving computational shortcuts.
These algorithms typically require exponential time and thus are only practical for
modest-sized inputs.
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Identifying the genetic basis
of disease

Vineet Bafna

It is all in the DNA. Our genetic code, or genotype, influences much about us. Not only are
physical attributes (appearance, height, weight, eye color, hair color, etc.) all fair game for
genetics, but also possibly more important things such as our susceptibility to diseases,
response to a certain drug, and so on. We refer to these "observable physico-chemical traits
as phenotypes. Note that “to influence” is not the same as “to determine” — other factors
such as the environment one grows up in can play a role. The exact contribution of the
genotype in determining a specific phenotype is a subject of much research. The best we can
do today is to measure correlations between the two. Even this simpler problem has many
challenges. But we are jumping ahead of ourselves. Let us review some biology.

"

Background

Why do we focus on DNA? Recall that our bodies have organs, each with a specific
set of functions. The organs in turn are made up of tissues. Tissues are clusters
of cells of a similar type that perform similar functions. Thus, it is useful to work
with cells because they are simpler than organisms, yet encode enough complexity
to function autonomously. Thus, we can extract cells into a Petri dish, and they can
grow, divide, communicate, and so on. Indeed, the individual starts life as a single
cell, and grows up to full complexity, while inheriting many of its parents’ phenotypes.

Bioinformatics for Biologists, ed. P. Pevzner and R. Shamir. Published by Cambridge University Press.
© Cambridge University Press 2011.



4 Partl Genomes

There must be molecules that contain the instructions for making the body, and these
molecules must be inherited from the parents. The cells have smaller subunits (nucleus,
cytoplasm, and other organelles) which contain an abundance of three molecules: DNA,
RNA, and proteins. Naturally, these molecules were prime candidates for being the
inherited material. Of these, proteins and RNA were known to be the machines in the
cellular factories, each performing essential functions of the cell, such as metabolism,
reproduction, and signal transduction.

This leaves DNA. The discovery of DNA as the inherited material, followed by
an understanding of its structure and the mechanism of inheritance, form the major
discoveries of the latter half of the twentieth century. DNA consists of long chains
of four nucleotides, which we abbreviate as A, C, G, T. Portions of the nucleotides
(genes) contain the code for manufacturing specific proteins, as well as the regulatory
mechanisms that interpret environmental signals, and switch the production on or
off. Interestingly, we have two copies of DNA, one from each of our parents. In this
way, we produce a similar set of proteins as our parents, and therefore display similar
phenotypes, including susceptibility to some diseases. Of course, as we inherit only a
randomly sampled half of the DNA from each parent, we are similar but not identical
to them, or to our siblings.

On the other hand, if all DNA were identical, it would not matter where we inherited
the DNA from. In fact, DNA mutates away from its parent. Often, these mutations are
small changes (insertions, substitutions, and deletions of single nucleotides). There are
also many additional forms of variation, which are more complex, and include many
large-scale changes that are only now being understood. In this chapter, however, we
will focus on small mutations as the only source of variation. If we sample DNA
from many individuals at a single location (a locus) we often find that it is polymorphic
(contains multiple nucleotide variants). Clearly, if these mutations occur in a gene, then
the protein encoded by the DNAcan also change, possibly changing some functional
trait in the organism. Therefore, different variants at a locus sometimes present different
phenotypes, and are often referred to as alleles, after Mendel. Loci with multiple alleles
are variously called “segregating sites” (they separate the population), “variants”, or
“polymorphic markers.” If these variants affect single nucleotides, they are also called
single nucleotide polymorphisms or SNPs.

We start with a basic instance of a Mendelian mutation: individuals present a
phenotype if and only if they carry the specific mutation. Our goal is to identify
the mutation (or the corresponding genomic locus) from the set. Figure 1.1a shows
this with three candidate variants represented by <, A, and o. A simple approach to
identifying the causal mutation is as follows: (i) determine the genotypes of a collection
of individuals that present the phenotype (cases), and those that do not (controls);
(ii) align the genotypes of all individuals, and identify polymorphic locations; (c) for
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(a) (b)

Figure 1.1 Genetic association basics. (a) A Mendelian mutation < that is causal for a
phenotype. Other “neutral” variants are nearby. (b) Popular news highlighting the discovery
of the gene responsible for a phenotype. In many cases, all that is observed is a correlation
between a mutation and the phenotype. The causality is assumed based on some knowledge
of the function of the protein encoded by the gene. Figure reprinted by permission.

(© Telegraph Media Group Limited 2011.

each polymorphic location, check for a correlation of the variants with case/control
status. In Figure 1.1, we see that the occurrence of the ¢ correlates highly with the
case status and conclude that the mutation is causal. Given that the mutation lies in
the scko gene, we conclude that scko is responsible. The popular media is peppered
with accounts of discoveries of genes responsible for a phenotype.

The intelligent reader will immediately question this premise because these “discov-
eries” are often not the final confirmation, but simply an observed correlation between
the occurrence of the mutation and the phenotype. First, what is the chance that we
are even testing with the causal mutation? Typically, genotypes are determined using
the technology of DNA chips. The individual DNA is extracted (often from saliva or
serum) and washed over the chip. The chip allows us to sample, in parallel, close to
0.5-1 M polymorphic locations, and determine the allelic values at these locations.
This fast and inexpensive test allows us to investigate a large population of cases and
controls, and makes genetic association possible. However, we do not test each location
(there are three billion). It is very possible that the causal mutation is not even sampled,
and that we may not find correlations even when they exist. Second, even if we do find
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a correlation, there is no guarantee that we have found the right one. Surely, a simple
correlation at one of 1 M markers could have arisen just by chance. How can that be a
clue towards the causal gene?

The answer might surprise some. Nature helps us in two ways: first, it establishes a
correlation between SNPs that are close to the causal mutation, so any of the SNPs in
the region (that contains the relevant gene) are correlated with the mutation. Second, it
“destroys” the correlation as the distance from the causal mutation increases. Therefore,
a correlation is indeed a strong suggestion that we are in the right location, and any
gene in that region is worth a closer look. The next section is devoted to an explanation
of the underlying genetic principles, and is followed by a description of the statistical
tests used to quantify the extent of the correlation.

Of course, while the basic premise is correct, and simply stated, it is (like everything
else in biology) simplistic. In the following sections, we look at issues that can confound
the statistical tests for association, and how they are resolved. The resolution of these
problems requires a mix of ideas from genetics, statistics, and algorithms.

Dobzhansky famously said that “nothing in biology makes sense except in the light
of evolution,” and that is where we will start. You might recall from your high-school
biology that each of us has two copies of each chromosome, each inherited from one
parent." Having two parents makes it tricky to study the ancestral history (the geneal-
ogy) of an individual. Therefore, we work with a population of chromosomes, where
every individual does have a single parent. In this abstraction, the individual is simply
“packaging” for the chromosomes, two at a time. We also make the assumption (absurd,
but useful) that all individuals reproduce at the same time. Finally, we assume that the
population size does not change from generation to generation. Figure 1.2a shows the
basic process. Time is measured in reproductive generations. In each generation, an
individual chromosome is created by “choosing” a single parent from the previous
generation. To see how this helps, go back in time, starting with the extant popula-
tion. Every time two chromosomes choose the same parent (coalesce), the number of
ancestral chromosomes reduces by 1, and never increases again. Once this ancestry
reduces to a single chromosome (the most recent common ancestor, or MRCA), we
can stop because the history prior to that event has been lost forever. As each individ-
ual has a single parent, the entire history from the MRCA to the extant generation is

1 Not quite, but we will consider recombinations in a bit.
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(d) Causal and correlated mutations

Figure 1.2 An evolving population of chromosomes. (a) The Wright Fisher model is an
idealized model of an evolving population where the number of individuals stays fixed from
generation to generation, and each child chooses a single parent uniformly from the previous
generation. (b) Mutations are inherited by all descendants, and drift until they are fixed or
eliminated. (c) We only consider the history that connects the existing population to its most
recent common ancestor. (d) The underlying data are presented as a SNP matrix (with a hidden
genealogy). The genealogy leads to correlations between SNPs.

described by a tree (the coalescent tree). Other genealogical events that occurred after
MRCA but are not part of the coalescent tree are useless because the lineages died out
before reaching the current generation (Figure 1.2c). The only historical events that
will concern us are ones in the underlying coalescent tree.
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Now, let us consider mutations. Each chromosome is identical to its parent, except
when a mutation modifies a specific location. Given the short time frame of evolution of
the human population relative to the number of mutating positions, most locations are
modified at most once in history. To simplify things, we assume that this is true for all
variants (the infinite sites assumption): once a location mutates to a new allelic value,
it maintains that allele, and all descendants of the chromosome inherit the mutation.
As individuals choose their parents and inherit mutations, the frequency of mutations
changes (drifts) from generation to generation. This principle is illustrated in Fig-
ure 1.2b. The mutation denoted by the blue o arises before the MRCA, and is therefore
fixed in the current population. On the other hand, A arises in a lineage that was elim-
inated and is not observed. Other mutations, such as the O, arose sometime after the
MRCA, and present as polymorphisms when sampled in the existing population. This
is illustrated in Figure 1.2d. Here, we have removed the generation information, and
represent time simply by the branch-lengths. When we sample a population with DNA
microchips, we create a matrix of polymorphisms; rows correspond to individuals,
columns represent polymorphic locations, and the entries represent allelic values rep-
resenting the consequence of historical mutations on the coalescent tree. The tree itself
is invisible, although likely trees can be reconstructed using phylogenetic techniques.

What is the point of all this? It is simply that the underlying tree imposes a correlation
between mutations. Let the black circle e in Figure 1.2d represent a causal mutation.
Individuals display a phenotype if and only if they carry this mutation. However, every
mutation in this matrix is correlated to some extent. For example, the presence of the
yellow mutation (which is on the same branch) is equally predictive of the phenotype,
and the red © (which occurs on a different lineage) implies that the individual does not
carry the phenotype. We call this the principle of linkage: mutations that are part of an
evolutionary lineage are correlated. Thus, it is not necessary to sample all mutations to
identify the gene of interest. However, this is not enough. If all SNPs on the chromosome
are correlated (albeit to varying degree), they cannot help to narrow the search for
the causal locus. We are helped again by the natural phenomenon of recombination.
In meiosis (production of gametes), a crossing over of the two parental chromosomes
might occur. The child therefore gets a mix of the two parental chromosomes, as shown
schematically in Figure 1.3a,b. Now consider a population. Recombination events
between two locations change the underlying coalescent tree. With increasing distance
between loci, the number of historical recombination events increases and destroys the
correlations. In Figure 1.3c, the yellow and black o are proximal and remain correlated.
However, recombination events destroy the correlations (the linkage) between the
red O and causal (black) e. This establishes a second principle: correlation between
mutations is destroyed with increasing distance between loci due to the accumulation
of recombination events.
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Figure 1.3 Recombination events change genealogical relationships, and destroy correlation
between SNPs. (a) Crossover during meiosis. (b) Schematic of a crossover and its effect of
linkage between mutations. (c) Multiple recombination events destroy linkage between SNPs.

Statistical tests

Let us digress and consider a simple experiment to statistically test for correlation
between two events: thunder and lightning. It is intuitively clear that the two are
correlated, butwe will formalize this. Letx; = 1 indicate the event that we saw lightning
on the ith day. Respectively, let y; = 1 indicate the event that we heard thunder on
the ith day. Let Py (respectively, Py) denote Pr(x; = 1) (respectively, Pr(y; = 1)) for
a randomly chosen day. Assume that we see lightning 35 days in a year, so that Py =
35/365 ~ 0.1. Likewise, let Py, >~ 0.1. What is the chance of seeing both on the same
day? Formally, denote the chance of joint occurrence by Pyy = Pr(x; = Land y; = i).
If the two were not correlated, we would not observe both very often. In other words,
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Pxy = PxPy >~ 0.01, and so only 3—4 days a year are expected to present both events.
If we observe 30 days of thunder and lightning, then we can conclude that they are
correlated. What if we observe 10 days of thunder and lightning? This is the question
we will consider.

Denote two loci as x, y, and let x; denote the allelic value for the ith chromosome.
If we make the assumption of infinite sites, x; will take one of two possible allelic
values. Without loss of generality, let x; € {0, 1}. The generalization to multi-allelic
loci will be considered in Section 4.2. Let P, denote Pr(x; = 1) for arandomly sampled
chromosomei at locus x. Correspondingly, Px = 1 — Py represents the probability that
xj = 0. Denote the joint probabilities as

Pyy = Pr(xi = 1,y; = 1) = PxPr(yi = 1|x; = 1)
P;y = Pr(xi =0, Vi = 1) = PQPV(Yi = 1|Xi = O)

and so on. If x, y are proximal then Pr(y; = 1|x; = 1) is very different from P,. See,
for example, the black and yellow o in Figure 1.3c. By contrast, if x, y are very far
apart so that recombination events have destroyed any correlation, then

Pxy > PxPy
Pgy =~ PgPy.

As the recombination events destroy correlation over time, we use the term Linkage
Equilibrium to denote the lack of correlation. The converse of this, often termed
Linkage Disequilibrium (LD), or association, describes the correlation between the
proximal loci. A straightforward statistic to measure LD(x, y) is given by

D = Py, — PPy. (1.1)
Note that the choice of allele does not matter. The interested reader can verify that

IDI = ‘ny— Pxpy|

= |Piy — PiPy|
= |Pxy — PuPy|
= | Piy — PiPy.

The larger the value of |D|, the greater the correlation. Apart from its historical
significance, the D-statistic is used more as a relative, rather than an absolute measure.
Instead, a scaled statistic D’ is defined as

D
D — D _ min{Px Py, P, Py} D=0 (1.2)
5 . .
Dimax ~min(Py Py. P Py D<0
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The normalized statistic, D’, ranges between 0 and 1, with 0 implying no correlation,
and 1 implying perfect correlation. Ultimately, these statistic values are still numbers,
however, and it might be hard to say how much better is D’ = 0.7 (say) than D = 0.6.
To address these questions, statisticians attempt to compute a p-value for the statistic.
The p-value of D = 0.6 is the probability that a random experiment would yield a
value of D > 0.6 just by chance if the null hypothesis of D = was true.

To compute the p-value here, we have to use a different normalization for reasons
that will become clear. Define LD(X, y) as

_ D
P /PP,y
The statistic p is closely related to the x? test of independence between two variables.
Recall that with n chromosomes, the number of chromosomes i withx; = landy; = 1

is given by Pxyn. The observations of joint occurrences for x, y can be expressed by
the 2 x 2 table:

(1.3)

X\y 0 1 Total

0 Pxyn | Pxyn Psn

1 nyn nyn Pxn

Total | Pyn | Pyn n

If x, y are not correlated (null hypothesis), then the number of individuals in the first
cell is expected to be

Pzyn = Py Pgn

and so on, for all cells. The statistic (Pxyn — Py Pyn)/\/m behaves approximately
like a normal distribution, and the square (Pxyn — Py Pyn)2/Pyx Pyn behaves like a x2
distribution. Under the null hypothesis, the mean value is 0, and the p-value can be
obtained simply by looking at pre-computed tables. Finally, we get a p-value for p?
observing that it is the sum of four x? distributed values, as follows:

> _ (Pxyn—Px Pyn)2  (Pxyn — PxPyn)?  (Pxyn — PxPyn)?  (Pxyn — PxPyn)?

Xy Py Py PPN P, Pyn P Pyn
D?n

=——— =p°n. (1.4)

A low p-value implies that our assumption is incorrect, implying Linkage Disequilib-

rium or correlation. The actual inference (correlation, or not) based on probabilities

conforms to a “frequentist” interpretation of the data, and is not universally accepted.
Nevertheless, the reader will agree that it is a useful tool for interpretation.

11
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Finally, we are ready to put it all together and identify the locus responsible for a
specific phenotype. Assume there is a phenotype with a single causal mutation at locus
d. For individual i, di = 1 implies case status; otherwise, the individual is control. Our
question can be reformulated as

Find the location of d.
OR,-

Find known polymorphisms that are located close to d, and are statistically associated.
OR,-

Find all polymorphisms x s.t. LD(x, d) is high.

However, we have already provided an answer to the last question above. The test
described here is but one of a battery of different statistical tests that can be performed.
How well a specific test works is calculated by taking a known set (perhaps simulated)
and measuring the accuracy of positive and negative results of the test. The test’s power
(1 - false negative rate) after fixing the type | error (false positive) rate can quantify
this.

Let us extend the basic methodology. The actual mutation at d need not be considered,
and may not even exist in a Mendelian sense. To generalize, the allelic value d; = 1
simply predisposes an individual towards the case status. Define the relative risk

_ Pr(casg[di = 1)
"~ Pr(casg|d; = 0)°

As long as RR > 1, a similar test of association will work.

Recall that phenotype is any trait that can be measured. We assumed categorical values
for the phenotype (Case/Control). This is reasonable in some cases (occurrence or
non-occurrence of disease), but less applicable to others. For example, obesity (mea-
sured by the Body Mass Index), blood pressure (measured by the systolic or diastolic
blood pressure measurements), and height all represent phenotypes with continuous
values. Testing for association can be somewhat tricky in these circumstances. One
simple solution is the categorization of continuous values: for example, all diastolic



1 Identifying the genetic basis of disease

140
120+ s
100

80 -

¢ DBP
60 -

L 24
440 SBIDO W0

40 ~

20 A

x=0 x=1

Figure 1.4 Distribution of diastolic blood pressure segregated by the allelic value at locus x.
The estimated mean and variances of either class are (X, Sé) = (103, 109), (X4, 512) =
(62, 76) for n = 35 individuals in each class. The large difference between the means, and
the relatively low spread of each distribution, indicates that DBP is correlated with the allelic
value at the locus.

blood pressure values over 90 can be considered cases; else, controls. Another way to
approach this is through analysis of variance (ANOVA) tests, which we will explain
informally with an example. In this case, there are only two segregating classes, so a
specific ANOVA test, the Student’s t, can be used.

Consider the sketch in Figure 1.4 which plots the diastolic blood pressure (DBP)
readings for individuals with different allelic values at locus x. The readings for
individuals with x = 1 are distinctly higher than the individuals with x = 0, providing
the intuition that allelic values at locus x are correlated with DBP. Is it better to consider
this population as two classes (segregated by the allelic value at x), or as a single
class?

We make the assumption that the DBP values are normally distributed. The estimated
mean and variances of either class are (Xo, S2) = (103, 109), (X1, S?) = (62, 76) for
n = 35 individuals in each class. We would like to know if the two mean values
are significantly different given the underlying variances. Intuitively, an allelic value
of 0 implies that the DBP will be at least 103 — 2,/109 ~ 82. On the other hand,
the DBP for allelic value 1 is rarely greater than 62 + 2+/76 ~ 79. Given that the
allelic values help predict the DBP somewhat tells us that the locus x is associated.

13
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Formally, assuming the null hypothesis of no association between x and DBP, the
t-statistic

Xo — X
T=20 21 (1.5)

sz | 82
Va T

must follow the Student’s t distribution, with 2n — 2 degrees of freedom, and we can
use that to compute a p-value. In this case, the t-statistic is T = 17.8 (df = 68), with
a p-value less than 0.0001, and the correlation is very strong.

The astute reader has undoubtedly noticed a discrepancy. The phenotype is assigned to
an individual containing a pair of chromosomes. However, we are computing associa-
tions against a population of chromosomes. To correct this discrepancy, we consider
the genotype of an individual. Consider a locus x with two allelic values 0,1 in a
population. Each individual belongs to one of three classes, depending on the allelic
pair, 00, 01, and 11. The test for associations can be modified to accommaodate this. For
case—control tests, we have a 3 x 2 contingency table, and can measure significance
using a x? test with 2 degrees of freedom. For continuous variables, an analog of the
t-test for multiple groups (the F-test) is often used.

In fact, these ideas can be extended even further. We had made the assumption that
a location is only mutated once in our history. That may not always be. Each locus
may have between 2 and 4 alleles, with each individual contributing a pair of alleles.
Indeed, there is no reason to restrict ourselves to a single polymorphic locus. We
could consider a chain of proximal loci. Having individuals placed in multiple classes
(bins) with continuous phenotypes is not technically difficult, but often leads to the
problem of under-sampling. The higher the number of bins, the fewer the number of
individuals in each bin, and the higher the chance of a false correlation. We explain
this principle with a simple example. Consider a fair-coin. If we toss 2n coins, and put
them appropriately in two bins, HEADs and TAILS, we expect to see a similar number
(=~ n) of coins in each bin. If the discrepancy is large, we conclude that the coin is
loaded. However, what if we tossed only 1 coin? It must fall in one of the 2 bins,
and the discrepancy is 100%. To get around this, we need to increase the number of
individuals (increasing the cost of the experiment), or decrease the number of bins.
While not possible in this simple example, creative ways to reduce the number of bins
are a large part of the design of statistical tests.
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Let’s revisit the essential ideas from Section 2. One, SNPs are correlated due to
a common evolutionary history, starting from the MRCA. Two, this correlation is
destroyed among distant loci due to recombination events. In this discussion, we were
silent on the actual number of recombination events.

Recombination events can be assumed to be Poisson-distributed, with a rate of
r crossovers per generation per base pair (bp). Consider two loci x,y that are ¢
bp apart, and let D® denote the LD at time t. If the allele frequencies do not
change over generations (the so-called “Hardy—Weinberg equilibrium”), then we can
show

DO =1 -re)DED =1 —re)'DO ~ DO,

Clearly, LD decreases with both time t, and distance £, eventually going to 0 (Linkage
Equilibrium). For two randomly chosen individuals, the common ancestor is many
generations in the past (indeed, by symmetry arguments, we can see that it is very
close to the time of the original MRCA\). In practice, this means that two loci only have
to be 50-100 Kbp apart to reach linkage equilibrium. Therefore, in order for us not to
miss the causal locus, we need to test with a dense collection of markers through the
genome. Until recently, this was prohibitively expensive, and researchers looked for
ways to reduce the number of recombination events so that distant markers remained
in LD.

One approach is to choose individuals who share a recent common ancestor; simply
choose case and control individuals from a family. In the family, the time to MRCA
is small (a few generations), and LD is maintained even over large ¢ (~Mbp). For
every polymorphic marker (SNP) in the family, researchers test whether an allele
cosegregates with the case phenotype. If so, the marker is considered linked. Among
family-based tests, we have tests for linkage, and for association, but we will not
consider these further.

Of course, there is no free lunch here. The long-range LD among family members
means that a sparse collection of markers is sufficient for identifying cosegregating or
linked markers, implying a cheaper test. On the other hand, the sparsity of markers
also implies that after linkage is found, a lot of work needs to be done to zero in on
the causal locus. Often, an association test using a dense map of markers in the region
from unrelated case—control individuals is necessary for fine mapping. Today, with
the ability to use chips to sample multiple locations simultaneously, and to genotype
many individuals, genome-wide tests of association are becoming more common. At
the same time, family-based tests are still worthwhile, as they are often immune to
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some of the confounding problems for associations. We will not discuss this in detail,
but the interested reader should look to the section on population substructure and rare
variants.

The underlying principles of genetic association are elegant and simple, and indeed can
be derived using extensions of Mendel’s laws. However, the genetic etiology of complex
diseases is, well, complex, and can confound these tests. Understanding confounding
factors is central to making the right inferences. We mention a few below.

For the test to be successful, it must have a low false-positive (type 1) error rate «,
and high power, defined as 1 — 8, where g is the false-negative rate. Setting a p-value
cutoff for association (as discussed in Section 2) is one way to bound «. Typically, one
would only consider loci x, whose LD with the case—control status has a p-value no
more than «. However, the number of tests (loci) also play into this. For a genome-
wide scan, we are testing at many (m ~ 500 K) independent loci. A straightforward
(Bonferroni) correction is as follows: if the chance of making a false call at a locus is
«a, the chance of making a false call at some locus is ma.

Usually, the strategy is to fix « to some desired value, and to maximize the power
of the test. Here is an informal description of estimating power of a case—control
test. Let P, and P denote the minor allele frequencies (MAF) at a locus in controls
and cases, respectively. The two should be equal in the absence of association, so
one way to restate the association test is to look for loci at which P # P,. What if
there was a small but significant difference? Suppose the number of cases carrying the
minor allele is U. Under the null hypothesis (no association, (P, = P)), U is normally
(N (nPy, /nP,(1 — Py))) distributed. See the blue curve in Figure 1.5. The threshold
for significance is chosen based on the type | error «. Suppose the alternative is true,
so that P # P,. The false-negative rate g can be computed as the probability that U
is drawn from the red curve but just happens by chance to lie before the threshold, so
the null hypothesis cannot be rejected. Formally, the power is the area of the red curve
that lies outside the threshold. With increasing sample size, the distance between the
mean of the two curves (n(P — Py)) increases, while the “spread” of the red curve
(described by the s.d. \/nPy(1 — P,)) does not increase proportionately. Therefore,
power is increased by increasing the sample size n.
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Figure 1.5 Power of an association test. P4, P denote the minor allele frequencies at a locus
for controls and cases, respectively. The distribution of minor allele frequencies for controls
and cases is denoted by the blue and red curves. We fail to detect a true association if the
sample is drawn from the red curve, but the minor allele frequency is below the threshold of
rejecting the null hypothesis.

Population substructure

Sickle cell anemia is a disease in which the body makes abnormal (sickle-shaped) red
blood cells, leading to anemia and many related symptoms. If left untreated, the disease
can lead to organ failure and death. It is inherited in a recessive fashion (both alleles
need to be mutated in order to present the phenotype), and is common in people of
African origin. Consider a typical case—control study as in Figure 1.6. Not surprisingly,
a marker in the Duffy locus (which has been implicated previously) shows up with
an association to the phenotype. However, we have made a poor design choice in not
controlling for structure in populations. Without explicit controls, we find that most
case individuals are people of African origin (marked with an A), while most controls
are of European origin. Therefore, markers at the locus responsible for skin color also
show a strong association with the phenotype, and confound the test.
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Figure 1.6 Population substructure. As sickle cell anemia is more common in Africans
compared to Europeans, the cases and controls can come from different subpopulations. If
not corrected, any locus that differentiates between the two subpopulations (such as skin
pigmentation) will also correlate with the sickle-cell phenotype, confounding the test.

In general, the problem of population substructure has received much attention.
Clearly, care must be taken to choose cases and controls from the same underlying
population. As can be imagined, migration and recent admixture of populations can
make this difficult, even with self-reported ethnicity. One computational strategy relies
on identifying LD between pairs of markers that are too far apart to have significant
LD. Long-range LD is indicative of underlying population structure. To deal with
population substructure, either we can reduce all observed correlations appropriately,
or partition the populations into subpopulations before testing.

For complex alleles, it could be the case that multiple loci interact to affect the pheno-
type. Figure 1.7 provides a cartoon illustration of such interactions. Here, compensating
mutations in SNPs (T and G, or A and A) allow the encoded proteins to interact, but
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Figure 1.7 Epistatic interactions. Neither x nor locus y show any marginal association with
the phenotype. However, when considered together, the genotype T ... G,and A ... A
correlate perfectly with cases. Such interactions pose computational and statistical challenges
to identifying genotype phenotype correlations.

individual mutations destroy the lock and key mechanism. Therefore, neither locus
X nor y associates individually with the phenotype. However, if we considered x, y
together,the T ... G and A.... A suggest case status for the individual. Epistasis indeed
makes the problem of association much harder. In a genome-wide study with 500 K
markers, we would need to test a very large (2.5 - 1011) number of possible pairs. More
complex k-way interactions would be harder. In addition to increasing the computa-
tional challenge, the large number of tests would also make it far more likely to create
false-positive sets, requiring appropriate statistical corrections.

It can happen that multiple rare variants (RVs) influence a gene phenotype. For exam-
ple, the genomic region upstream of a gene acts as a regulatory switch. Transcription
factors bind to the upstream DNA, and switch the translation of the gene (produc-
tion of protein from the gene encoding) on and off. Any mutation in this region
could destroy a transcription factor binding site, and therefore the phenotype might
be established by a collection of non-specific mutations, each of which has a low fre-
quency but together mediate a large effect (explain the phenotype in a large number of
people).

However, several properties of rare variants make their genetic effects difficult to
detect with current approaches. As an example, if a causal variant is rare (10~% <
MAF < 1071), and the disease is common, then the allele’s Population Attributable
Risk (PAR), and consequently the odds ratio (OR), will be low. Additionally, even
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highly penetrant RVs are unlikely to be in Linkage Disequilibrium (LD) with more
common genetic variations that might be genotyped for an association study of a
common disease. Therefore, single-marker tests of association, which exploit LD-
based associations, are likely to have low power. If the Common Disease Rare Variant
(CDRV) hypothesis holds, a combination of multiple RvVs must contribute to population
risk. In this case, there is a challenge of detecting multi-allelic association between a
locus and the disease.

DISCUSSION

The etiology of most (all?) diseases has a genetic basis. In addition, we display a
number of phenotypes (eye color) that are inherited. Understanding the genetic
basis of phenotypes continues to be a major focus of science today. Until recently,
technological limitations made the process arduous. For instance, the
identification of the gene for cystic fibrosis in 1989 came after a large multi-year
project. Today, with the rapid resequencing of human populations, and an
increasing knowledge of gene functions, we are able to focus on complex
disorders. In this chapter, we discuss the basics of testing by association, and the
problems that can confound these tests.

QUESTIONS

Prove that the LD statistic D for binary alleles does not change depending upon the choice
of allele by showing the following:
DI = |Pxy — PPy| = [Py — PePy| = [Pxy — PuPy| = [Pey — PxPy|.

The statistic D’ is a scaled measure of linkage disquilibrium. Show that0 < D’ < 1.

The locus X has two alleles, 0 and 1. 100 individuals were genotyped at locus X and also
checked for eye color. Their genotypes and eye color segregated as follows: 8 individuals
had (00, green), 38 had (01, green), and the remaining 54 individuals had (11, brown).
genotype 11 had brown eyes. Does locus X associate with eye color?
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FURTHER READING

The treatment here is a simplification of extensive literature from statistical
genetics. The basics of the coalesent process can be found in a good review
article by Nordborg [1]. The books by Durrett and also Hein, Schierup, and Wiuf
cover the topics in greater detail [2, 3]. An excellent overview of statistical
association tests is provided by Balding [4].

A classic, although somewhat dated, description of family-based linkage tests
is given in the book by Ott [5]. Most algorithms for linkage are derived from
Elston and Stewart (large pedigrees, few markers) [6], or Lander and Green
(smaller pedigrees, many markers) [7]. The TDT is widely cited as a successful test
for family-based association that is immune to population substructure [8].

Population substructure has been addressed in a number of recent papers, and
remains an area of active research [9, 10]. Evans and colleagues, and Cordell
provide a review of epistasis [11, 12]. Bodmer and Bonilla provide an introduction
to analysis with rare variants [13].
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CHAPTERTWO

Pattern identification in a
haplotype block

Kun-Mao Chao

A Single Nucleotide Polymorphism (SNP, pronounced snip) is a single nucleotide variation in
the genome that recurs in a significant proportion of the population of a species. In recent
years, the patterns of Linkage Disequilibrium (LD) observed in the human population reveal a
block-like structure. The entire chromosome can be partitioned into high-LD regions, referred
to as haplotype blocks, interspersed by low-LD regions, referred to as recombination hotspots.
Within a haplotype block, there is little or no recombination and the SNPs are highly
correlated. Consequently, a small subset of SNPs, called tag SNPs, is sufficient to distinguish
the haplotype patterns of the block. Using tag SNPs for association studies can greatly reduce
the genotyping cost since it does not require genotyping all SNPs. We illustrate how to recast
the tag SNP selection problem as the set-covering problem and the integer-programming
problem — two well-known optimization problems in computer science. Greedy algorithms and
LP-relaxation techniques are then employed to tackle such optimization problems. We
conclude the chapter by mentioning a few extensions.

Introduction

A DNA sequence is a string of the four nucleotide “letters” A (adenine), C (cyto-
sine), G (guanine), and T (thymine). The genetic variations in DNA sequences have a
major impact on genetic diseases and phenotypic differences. Among various genetic
variations, the Single Nucleotide Polymorphism (SNP, pronounced snip) is one of the
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Figure 2.1 A haplotype block containing five SNPs and four haplotype patterns. In this figure,
a blue square stands for a major allele and a red square stands for a minor allele.
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most frequent forms and has fundamental importance for disease association and drug
design. A SNP is a single nucleotide variation in the genome that recurs in a significant
proportion of the population of a species. Specifically, a single nucleotide mutation is
called a SNP if its minor allele frequency is no less than a given threshold, say 1%. For
example, a mutation in the genome in which 85% of the population have a Gand the
remaining 15% have an Ais a SNP. Since tri-allelic and tetra-allelic SNPs are very rare,
we often refer to a SNP as a bi-allelic marker: major allele vs. minor allele. Millions
of SNPs have been identified and made publicly available.

In recent years, the patterns of Linkage Disequilibrium (LD) observed in the human
population have revealed a block-like structure. LD refers to the association that
particular alleles at nearby sites are more likely to occur together than would be
predicted by chance. The entire chromosome can be partitioned into high-LD regions
interspersed by low-LD regions. The high-LD regions are usually called “haplotype
blocks,” and the low-LD ones are referred to as “recombination hotspots.” Since there
is little or no recombination within a haplotype block, these SNPs are highly correlated.
Consequently, a small subset of SNPs, called tag SNPs or haplotype tagging SNPs,
is sufficient to categorize the haplotype patterns of the block. It is thus possible to
identify genetic variation without genotyping every SNP in a given haplotype block.
This can greatly reduce the genotyping cost for genome-wide association studies.

In this study we assume that the haplotype blocks have been delimited in advance,
and our objective is to find a minimum set of SNPs which can distinguish all pairs of
haplotype patterns in a given block. Figure 2.1 depicts a haplotype block containing
five SNPs and four haplotype patterns. To determine which haplotype pattern category
asample belongs to, we may genotype all five SNPs in this block. However, it works just
as well if we only genotype SNPs S; and Sy, since their combinations can distinguish
all pairs of haplotype patterns. For example, if both S; and S, are major alleles, the
sample is categorized as haplotype pattern Ps.
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Figure 2.2 Selecting tag SNPs that can distinguish all pairs of haplotype patterns. (a) SNPs S,
and S, form a minimum set of tag SNPs. (b) SNPs Sq, S5, and Ss do not form a set of tag SNPs
since they cannot distinguish the pair Py and P,.

We show that the tag SNP selection problem is analogous to the minimum test
collection problem. We then illustrate how to recast the tag SNP selection problem as the
set-covering problem and solve it approximately by a greedy algorithm. Furthermore,
it can be formulated as an integer-programming problem, and a simple rounding
algorithm can be employed to find its near-optimal solutions. We conclude this chapter
by mentioning a few extensions.

Assume that we are given a haplotype block containing n SNPs and h haplotype
patterns. Let S = {S;, S, ..., S} denote the SNP set and let P = {Py, Py, ..., P}
denote the pattern set. A haplotype block is represented by an n x h binary matrix
M whose entries are either a blue square or a red square, representing the major and
minor alleles, respectively. Figure 2.1 depicts a 5 x 4 haplotype block.

We say that SNP S; can distinguish the pattern pair Pj and Py if M[i, j] # MIi, K],
where 1 <i <nand1l < j <k < h. Inother words, if one pattern contains a major
allele of SNP S;, and the other contains a minor allele of SNP S;, then the two patterns
can be distinguished by S;. For instance, in Figure 2.1, SNP S; can distinguish patterns
P, and P, from P, and P; since P, and P, contain a minor allele of S;, and P, and
P; contain a major allele of S;. The goal of the tag SNP selection problem is to find
a minimum number of SNPs that can distinguish all possible pairwise combinations
of patterns. In Figure 2.2, S; and S, form a set of tag SNPs since they can distinguish
all pairs in P, whereas S;, S;, and Ss do not form a set of tag SNPs since they cannot
distinguish the pair P, and Py.

In fact, the tag SNP selection problem is analogous to the minimum test collection
problem, which arises naturally in fault diagnosis and pattern identification. Given a
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collection C of subsets of a finite set .A of “possible diagnoses,” the minimum test
collection problem is to ask for a subcollection C' C C such that |C’| is minimized and,
for each pair aj, ax € A, there exists some set (i.e. a test) in C’ that contains exactly
one of them. In other words, such a test can distinguish the pair a;, ax. Take Figure 2.1,
for example. SNP S; can distinguish patterns P; and P, from others, thus we include
{P1, P4} in C. Similarly, each of SNPs S,, S3, S4, and Ss can distinguish a particular
set of patterns from others. It follows that the instance of the minimum test collec-
tion problem for Figure 2.1is A = {Py, P,, Ps, P} and C = {{Py, P4}, {P>}, {Ps, P4},
{P,, P4}, {P3}}. Its minimum subcollection C’ is {{P1, P4}, {P,, P4}} since |C'| = 2 is
minimal and C’ can distinguish all pairs in .A. The corresponding set of tag SNPs for
C’is {S1, S4}.

Unfortunately, the minimum test collection problem has been proved to be NP-
hard, which is a technical term that stands for a class of intractable problems for
which no efficient algorithms have been found. Nevertheless, we may employ some
algorithmic strategies to tackle NP-hard problems by finding near-optimal solutions;
in practice, these solutions are often good enough. In the next section, we show that the
tag SNP selection problem can be reformulated as the set-covering problem, which is
well studied in the field of approximation algorithms. By this reformulation, a simple
greedy method for the set-covering problem can be employed for solving the tag SNP
selection problem. The algorithm may not always deliver an optimal solution, but we
will show that the ratio of its solution to an optimal solution is bounded by a certain
factor.

We now recast the tag SNP selection problem as the set-covering problem. Given a
universal set I/ and a collection C of subsets of I/, the set-covering problem is to find a
minimum-size subcollection of C that covers all elements of 4. It is an abstraction of
many naturally arising combinatorial problems, such as crew scheduling, committee
forming, and service planning. For example, a universal set I/ could represent a set of
skills required to perform a task. Each person in the candidate pool has certain skills
in U. The objective is to form a task force with as few people as possible so that all
the required skills are owned by at least one person in the task force. In other words,
we wish to recruit a minimum number of persons to cover all the requisite skills.
Recall that a haplotype block is represented by an n x h binary matrix M whose
entries are either a blue square (representing a major allele) or a red square (represent-
ing a minor allele). To reformulate the tag SNP selection problem as a set-covering
problem, letd = {(j, k) | 1 < j < k < h} be the set of all possible pairwise haplotype
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Figure 2.3 The elements covered by C;, which correspond to the pairs of haplotype patterns
distinguished by SNP S;.

Figure 2.4 The elements covered by each C; in C.

pattern indexes. LetC = {Cy, Co, ..., Cy}, where C; = {(j, k) | M[i, j] # MIi, k] and
1 < j <k < h} stores the index pairs of haplotype patterns that SNP S; € S can
distinguish. We show that a subset of S forms a set of tag SNPs if and only if its
corresponding subset of C covers all the elements in Z{. Each element in I/ represents
a pair of haplotype patterns needed to be distinguished. If a subset of C covers all the
elements in I/, then its corresponding SNP subset of S forms a set of tag SNPs since
all pairs of haplotype patterns can be distinguished. Conversely, if a subset of S forms
a set of tag SNPs, it can distinguish all pairs of haplotype patterns, which yields that
its corresponding subset of C covers all the elements in 4.

Now let us consider the example given in Figure 2.1. We have four haplotype patterns,
so the universal set ¢/ is {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)}, which contains all
the elements to be covered. Since SNP S; can distinguish patterns P, and P4 from
P, and P, we set C; to be {(1, 2), (1, 3), (2, 4), (3, 4)} (see Figure 2.3). SNP S, can
distinguish pattern P, from Py, P3, and P4, so we set C, to be {(1, 2), (2, 3), (2, 4)}.
Figure 2.4 depicts the pairs of haplotype patterns distinguished by each SNP. As a
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Figure 2.6 A valid set cover. All elements are covered by C; and Cj.

consequence, the collection C of subsets is {C;, C2, C3, C4, Cs}, where
C1=1{(1.2).(1.3).(2.4). @4}

C2=1{1.2),(2.3), (2.4},

Cs ={(1.3).(1.4).(2.3). (2. 4)}.
Cs=1{(1,2),(1,4),(2,3),(3,4)},and

Cs ={(1.3),(2.3), 3, 4)}.

As shown in Figure 2.2(b), Si, Sy, and Ss do not form a set of tag SNPs since
they cannot distinguish the pair P; and P4. In the corresponding set-covering instance,
element (1, 4) is not covered by Cq, C,, and Cs (see Figure 2.5).

On the contrary, S; and S, form a set of tag SNPs since they can distinguish all pairs
in P. In the corresponding set-covering instance, each element is covered by at least
one set in C (see Figure 2.6).

Now let us consider a greedy method for the set-covering problem. The greedy
algorithm iteratively picks the set that covers the most remaining uncovered elements
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until all elements are covered. In the context of the tag SNP selection problem, the
algorithm iteratively chooses the SNP that distinguishes the most remaining undistin-
guished pairs until all pairs of haplotype patterns are distinguished.

The SET-Cover-GREEDY algorithm takes as an input a universal set I/ and a colletion
C of subsets of /. Let R store the uncovered elements in I/, which is initially set to be
U because all elements are uncovered at the beginning of the procedure. C’ stores the
selected sets and is initialized as an empty set. While R is not empty, we choose the
set Cj e C that can cover the most elements in R. C; would essentially cover the most
uncovered elements in /. Then we include C; in C’ and remove from R the elements
that are covered by it. Repeat this procedure until all elements are covered.

Algorithm: Se-Cover-GRreepy (U4, C)
1 R<U

2 C«¢

3  while R # ¢ do

4 Select a set C; from C that maximizes |C; N R |
5 C' <~ C'U{Cj}

6 R« R- Ci

7 endwhile

8 return(C’

The subcollection of sets, C’, returned by the SET-Cover-GREEeDY algorithm is valid
as long as each element of I/ is covered by at least one set in C. However, the size
of C’ may not always be minimal over all possible valid set covers. For example,
let i ={1,2,3,4,5,6,7,8,9} and C = {Cq, Cy, C3}, where C; = {2, 3,4,5,6, 7},
C,=1{1,2,3,4,5},and C3 = {5, 6, 7, 8, 9}. The greedy algorithm will first pick C;
since it covers the most elements. After this choice, it will also need to pick Cj
followed by C, to form a valid set cover. The resulting C’ is {Cy, C,, C3}. However,
for this instance, the minimum set cover is {C,, C3} since all the elements in I{ can be
covered by C, and C3 without including C;.

Although the SET-Cover-GREEDY algorithm may not always deliver the minimum
set cover, its solution is in fact not too far away from an optimal one. Assume that
C* is an optimal set cover. Let |X| denote the size (cardinality) of a given set X.
We show that |C’| can be bounded by |C*| times a reasonable factor. To calculate the
bound, we distribute the covering cost of a selected set to the elements it covers. For
the example given in the previous paragraph, the covering order of the elements by
the greedy algorithm might be [2, 3, 4,5, 6, 7, 8, 9, 1] because each of the elements in
{2,3,4,5, 6, 7} is covered for the first time by C; in the first iteration, and then {8, 9}
by Cj3 in the second iteration, and {1} by C, in the last iteration. Since C; covers six
uncovered elements, each element in {2, 3, 4, 5, 6, 7} shares a cost of 1/6. Similarly,
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each elementin {8, 9} shares a cost of 1/2, and the element in {1} shares a cost of 1. The
covering cost for each element in order is [1/6,1/6,1/6,1/6,1/6,1/6,1/2,1/2, 1].
Summing these costs would get 3, which is the size of the set cover, C’, delivered by
the greedy algorithm.

Let [uq, Uy, ..., uy,] be the elements in the order in which they are covered by the
SeT-Cover-GREEDY algorithm. A key observation here is that the cost shared by uy is at
most |C*|/(JU] — k + 1) for 1 < k < |U|. In the iteration when uy is covered, there are
at least |I/| — k + 1 elements still uncovered, and certainly these uncovered elements
can be covered by C*, which gives an average shared cost of |C*|/(|I/| — k + 1). Since
the greedy algorithm covers the most uncovered elements, its shared cost for each
element in any iteration is the minimum. It follows that the cost shared by uy is no
more than |C*|/(|/| — k + 1). In other words, the covering cost for [uy, Uy, ..., Ugg] is
no more than [|C*|/|U], IC*|/(JU]| — 1), ..., |C*|], respectively. Since the size of C’ is
the sum of the costs shared by uy for 1 < k < |U/], we have
[ S(l+%+~--+ﬁ)x IC*|. (2.1)

The series1+1/2 4 .-+ ﬁ is called the harmonic series. It grows very slowly.
For instance, it sums approximately to 2.929 when |i/| = 10, to 5.187 when |/| = 100,
to 7.485 when |U{| = 1,000, and to 14.393 when |I/| = 1,000,000. As a matter of
fact, the harmonic series1 +1/2 + --- + 1/|U/| is bounded by 1 + fllul 1/x dx, which
yields the bound log, [/| + 1. Furthermore, this factor is only a worst-case analysis,
and the real approximation ratio could be even better.

Linear programming is a general formulation of problems involving maximizing or
minimizing a linear objective function subject to certain linear constraints. The fol-
lowing is a simple example.

Minimize X1 + Xo
Subject to x; + 2%, > 2,
3X1 + X2 > 3,

Here the linear objective function is x; + X, and there are four linear constraints
X1+ 2X2 > 2, 3X1 + X2 > 3, X3 >0, and x, > 0. By graphing the constraints on
the plane, we observe that the objective function x; + x» (lines with slope —1, see
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X2

X1

X1+ X2 =0

Figure 2.7 A feasible region defined by the four linear constraints x; + 2x; > 2,
3X1+Xx2 >3, x>0, andxz > 0.

Figure 2.7) is minimized when x; = 4/5 and x, = 3/5, a corner point where the line
X1 + 2X, = 2 and the line 3x; + X, = 3 intersect.

If we impose the extra constraints that the values of the variables are integers, then
the problem is called integer linear programming or simply integer programming. In
the above example, if both x; and x, are required to be integers, the problem becomes
an integer-programming problem.

Now we show how to formulate the tag SNP selection problem as an integer-
programming problem. Recall that we are given a haplotype block containing n SNPs
and h haplotype patterns. Let us assign a variable x; for each SNP S; € S. Variable
Xi is set to be 1 if SNP §; is selected and set to be 0 otherwise. Define D(Pj, Py) as
the set of SNPs which can distinguish between patterns P; and P, 1 < j <k <h.
Each pair of patterns must be distinguished by at least one SNP. Therefore, for each set
D(P;j, Py), at least one SNP has to be selected to distinguish between patterns P; and
P«. The following integer program formulates the tag SNP selection problem whose
objective is to minimize the number of selected SNPs.

n
Minimize in
i=1
Subjectto )" xi>1, foralll<j<k<h,
SieD(Pj,Px)
Xi=0or1, foralll <i <n.
In Figure 2.1, the pair P, and P, can be distinguished by SNPs S;, S;, and Sg.

Thus, we have D(Py, P,) = {S1, S;, S4}, which yields the constraint x; + X, + X4 > 1.
Similarly, D(P1, Ps)={Si, Sz, S5}, D(P1, P4)={Ss, Sa}, D(P2, P3)={S3, S3, S4, Ss},
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D(Py, P4) = {S1, Sz, S3}, and D(Ps, P4) = {S1, S4, Ss}. By examining all possible
pairs of haplotype patterns, we obtain the following integer program for Figure 2.1.

Minimize X; + Xo + X3 + X4 + X5
Subject to X3 + X2 + X4 > 1,
Xy + X3+ X5 > 1,
X3+ X4 > 1,
X2+ X3+ Xa + X5 > 1,
X1+ Xo + X3 > 1,
X1+ X4+ X5 > 1,

le X27 X33 X41 X5 == 0 or 1

In the above integer program, if we set x; and x4 to be 1 and the rest of the x;’s to
be 0, then all constraints are satisfied. Consequently, the set of SNPs S; and S, can
distinguish all pairs of haplotype patterns and its size is minimized. However, if we set
X1, X2, and Xs to be 1 and set X3 and X4 to be 0, then the third constraint X3 + X4 > 1
(for distinguishing P; and P,) is not satisfied. This implies that SNPs S;, S;, and Ss
do not form a set of tag SNPs since patterns P; and P, cannot be distinguished.

All variables x;s are required to be 0 or 1. Such an integral constraint makes the
problem much harder to solve. In fact, both integer programming and 0-1 integer
programming have been shown to be NP-hard as has the set-covering problem. It
should be noted, however, that without the integral constraint, this integer program
becomes a linear program in which variables can be fractional numbers, and fast
algorithms, such as the simplex algorithm by George Dantzig, are available for solving
it. A general strategy for solving the 0-1 integer-programming problems is thus to
replace the integral constraint that each variable must be 0 or 1 by a weaker constraint
that each variable be a number in the interval [0,1]. This process is referred to as a
linear-programming relaxation. After the relaxation, the solution to the relaxed linear
program may assign fractional values to the variables. For the above integer program,
if we set X1, X3, and X4 to be 0.5 and set x, and x5 to be 0, all the constraints can be
satisfied except the last integral constraint. Several techniques, such as randomized
rounding, can cope with the linear-programming relaxation to derive heuristic integral
solutions for the original unrelaxed integer program. A widely used idea for rounding
a fractional solution is to use their fractions as probabilities for rounding. The heuristic
solutions may not be optimal, but often their quality can be assured by a logarithmic
approximation ratio.
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DISCUSSION

In this chapter, we reformulate the tag SNP selection problem as two well-known
optimization problems in computer science — the set-covering problem and the
integer-programming problem. Both problems are hard to solve, yet efficient
approximation algorithms can be used to find their near-optimal solutions.

In reality, some tag SNPs may be missing, and we may fail to distinguish two
haplotype patterns due to the ambiguity caused by missing data. To conquer this,
either we genotype a larger set of tag SNPs for tolerating missing data, or
re-genotype some auxiliary tag SNPs to resolve the ambiguity on the fly. We can
handle these extensions by modifying the formulations.

It should be noted that selecting tag SNPs within a haplotype block is only one
of the models for selecting tag SNPs. An alternative is to identify a minimum set
of bins, each of which contains highly correlated SNPs. Such an approach
identifies a minimum set of tag SNPs that can represent all other SNPs which
might be far apart, whereas the block-based methods considered in this chapter
are mainly focused on representing all other SNPs in a short contiguous region.
Furthermore, some methods may assume that the number of tag SNPs is specified
as an input parameter and identify tag SNPs which can reconstruct the haplotype
of an unknown sample with high accuracy.

QUESTIONS

lett/ =1{1,2,3,4,5,6,7,8,9}and C = {Cy, C,, C3, C4, Cs}, where
Ci1=1{2,3,4,5,6,7),C, ={1,2,3,4},C3 = {6,7,8,9}, Cq = {1, 3,5, 7, 9}, and
Cs = {2, 4, 6, 8. Find a minimum-size subcollection of C that covers every element of /.
Suppose that a set of skills is needed to accomplish a given task, and we have a list of
people, each with their own skills. Our objective is to form a task force with as few people
as possible such that for each requisite skill, we can always find someone in the task force
having that skill. Formulate this problem as a set-covering problem.

Solve the following linear program.

Minimize x; + Xx»
Subject to x; + 2x; > 4,
3X1 + X2 > 6,
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BIBLIOGRAPHIC NOTES AND FURTHER READING

This chapter presents two algorithmic approaches for solving the tag SNP
selection problem. Readers can refer to algorithm textbooks for more algorithmic
details. For instance, the algorithm book (or “The White Book") by Cormen

et al. [1] is a comprehensive reference of data structures and algorithms with a
solid mathematical and theoretical foundation. The minimum test collection
problem was shown to be NP-hard via a reduction from the three-dimensional
matching problem by Garey and Johnson [2].

An early review paper by Brookes [3] provides a good orientation for readers
who are not familiar with SNPs. Millions of SNPs have been identified, and these
data are now publicly available [4-6]. The Phase Il HapMap has characterized over
3.1 million human SNPs genotyped in 270 individuals from 4 geographically
diverse populations [5]. The dbSNP database is a public-domain archive for a
broad collection of SNPs [6].

In a large-scale study of human Chromosome 21, Patil et al. [7] developed a
greedy algorithm to partition the haplotypes into 4,135 blocks with 4,563 tag
SNPs. It was later refined by Zhang et al. [8, 9] and Chang et al. [10].
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Genome reconstruction: a
puzzle with a billion pieces

Phillip E. C. Compeau and Pavel A. Pevzner

While we can read a book one letter at a time, biologists still lack the ability to read a DNA
sequence one nucleotide at a time. Instead, they can identify short fragments (approximately
100 nucleotides long) called reads; however, they do not know where these reads are located
within the genome. Thus, assembling a genome from reads is like putting together a giant
puzzle with a billion pieces, a formidable mathematical problem. We introduce some of the
fascinating history underlying both the mathematical and the biological sides of DNA
sequencing.

Imagine that every copy of a newspaper has been stacked inside a wooden chest.
Now imagine that chest being detonated. We will ask you to further suspend your
disbelief and assume that the newspapers are not all incinerated, as would assuredly
happen in real life, but rather that they explode cartoonishly into tiny pieces of confetti
(Figure 3.1). We will concern ourselves only with the immediate journalistic problem
at hand: what did the newspaper say?

This “newspaper problem” becomes intellectually stimulating when we realize that
it does not simply reduce to gluing the remnants of newspaper as we would fit together
the disjoint pieces of a jigsaw puzzle. One reason why this is the case is that we

Bioinformatics for Biologists, ed. P. Pevzner and R. Shamir. Published by Cambridge University Press.
© Cambridge University Press 2011.
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Figure 3.1 The exploding newspapers.

have probably lost some information from each copy (the content that was blown
to smithereens). However, we can also see that because the chest contained many
identical copies of the same newspaper, different shreds of paper may overlap and
therefore contain some of the same information. The newspaper problem therefore
induces what we will call an overlap puzzle.

We reiterate that our analogy of exploding newspapers is far-fetched, but the newspa-
per problem nevertheless captures the essence of fragment assembly in DNA sequenc-
ing. The technology for “reading” an entire genome nucleotide by nucleotide, like read-
ing a newspaper one letter at a time, remains unknown. At the same time, researchers
can indirectly interpret short sequences of DNA, which are referred to as reads; the
most popular modern technology produces reads that are only 100 nucleotides long
(Figure 3.2). The idea behind DNA sequencing, then, is to generate many reads from
multiple copies of the same genome, which results in a giant overlap puzzle. For
instance, a three billion-nucleotide mammalian genome requires an overlap puzzle
with a billion (overlapping) pieces, the largest such puzzle ever assembled.

The problem of genome sequencing therefore reduces to read generation (a bio-
logical problem) and fragment assembly (an algorithmic problem). Read generation
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Multiple Genome Copies

Reads

Figure 3.2 In DNA sequencing, multiple (typically more than a billion) copies of a genome are
broken in random locations to generate much shorter reads.

has its own long and tangled history that dates to the 1970s, when Walter Gilbert and
Fred Sanger won the Nobel Prize for inventing the first read generation technology.
In the early 1990s, modern DNA sequencing machines hit the market and the era of
high-throughput DNA sequencing began. In 2000, a few hundred such machines work-
ing around the clock for over a year eventually generated enough reads to enable the
fragment assembly of the human genome, which was completed within a few months
by some of the world’s most powerful supercomputers.

Although we shall discuss read generation in some detail at the end of the chapter,
our primary target is the computational problem of fragment assembly, or using the
generated reads to infer the original genome.

We begin by noting that although we have seen that both the newspaper problem
and fragment assembly reduce to solving an overlap puzzle, fragment assembly is
substantially more difficult for several reasons, and not simply because of the sheer
scale of reconstructing a genome from a billion reads. First, keep in mind that a
newspaper is written in some understood language, whose rules will provide us with
context clues as to how different shreds of paper may or may not be connected,
regardless of whether these shreds overlap (see Figure 3.3a). Yet the rules for the
“language” of DNA still mostly elude biologists, and so it is practically impossible to
determine how two non-overlapping reads might be connected.

A second complication of fragment assembly is that the underlying nucleotide
“alphabet” for DNA contains only four letters: A, T, G, and C. Working with a small
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